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Um instrumento fascinante e
tremendo

Prezadas Senhoras, Ilustres Senhores!

Dirijo-me hoje a vos, Lideres do
Forum Intergovernamental do G7,
com uma reflexdo sobre os efeitos da



inteligéncia artificial no futuro da
humanidade.

«A Sagrada Escritura atesta que Deus
deu aos homens o seu Espirito a fim
de terem “sabedoria, inteligéncia e
capacidade para toda a espécie de
trabalho” ( Ex 35, 31)» [1]. A ciéncia e
a tecnologia sdo, por conseguinte,
produtos extraordindrios do nosso
potencial criativo, como seres
humanos [2].

Pois bem, a inteligéncia artificial
emerge precisamente do uso deste
potencial criativo que Deus nos deu.

Como ¢é sabido, trata-se de um
instrumento extremamente
poderoso, utilizado em muitos
dominios da atividade humana: da
medicina ao mundo do trabalho, da
cultura a comunicagao, da educacao
a politica. E é ja legitimo supor que o
seu uso influenciara cada vez mais a
nossa forma de viver, as nossas
relacgdes sociais e, no futuro, até
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mesmo a maneira como concebemos
a nossa identidade enquanto seres
humanos [3].

No entanto, o tema da inteligéncia
artificial é frequentemente percebido
como ambivalente: por um lado,
entusiasma pelas possibilidades que
oferece; por outro, gera temor pelas
consequéncias que deixa antever. A
este respeito, pode dizer-se que todos
nos somos, embora em graus
diferentes, atravessados por duas
emocdes: ficamos entusiasmados
quando imaginamos 0s progressos
que podem advir da inteligéncia
artificial, mas ao mesmo tempo
amedrontados quando constatamos
0S perigos inerentes ao seu uso [4].

Além disso, ndo podemos duvidar
que o advento da inteligéncia
artificial represente uma verdadeira
revolucgdo cognitivo-industrial que
contribuira para a criacdo de um
novo sistema social caracterizado
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por complexas transformacdes
epocais. Por exemplo, a inteligéncia
artificial poderia permitir uma
democratizagdo do acesso ao
conhecimento, o progresso
exponencial da investigacao
cientifica, a possibilidade de delegar
as maquinas os trabalhos exaustivos;
mas ao mesmo tempo, ela poderia
trazer consigo uma maior injustica
entre nacoes desenvolvidas e nagoes
em vias de desenvolvimento, entre
classes sociais dominantes e classes
sociais oprimidas, colocando em
perigo a possibilidade de uma
“cultura do encontro” em favor de
uma “cultura do descarte”.

O alcance dessas complexas
transformacdes esta obviamente
ligado ao rapido desenvolvimento
tecnologico da propria inteligéncia
artificial.

Este vigoroso avango tecnologico
torna a inteligéncia artificial,



simultaneamente, um instrumento
fascinante e tremendo, e exige uma
reflexdo a altura da situacao.

Nesse sentido, talvez se possa partir
da constatacdo de que a inteligéncia
artificial é, antes de tudo, um
instrumento. E é natural afirmar que
os beneficios ou danos que trara
dependerdo do modo como €
utilizado.

Isso é certamente verdade, pois foi
assim para cada ferramenta
construida pelo ser humano desde o
inicio dos tempos.

Essa nossa capacidade de construir
utensilios numa quantidade e
complexidade sem paralelo entre os
seres vivos, faz-nos falar de uma
condigdo tecno-humana: o ser
humano sempre manteve uma
relacdo com o ambiente mediada
pelas ferramentas que ia
produzindo. Nao é possivel separar a
historia do homem e da civilizagdo



da historia desses instrumentos.
Houve quem quisesse ler em tudo
isto uma espécie de insuficiéncia, um
deficit do ser humano, como se, por
causa dessa caréncia, fosse obrigado
a dar vida a tecnologia [5]. Na
verdade, um olhar atento e objetivo
mostra-nos o contrario. Vivemos
uma condicdo de ulterioridade em
relacdo ao nosso ser bioldgico; somos
seres inclinados para fora-de-noés-
mesmos, ou melhor, somos
radicalmente abertos ao além. Aqui
tem inicio a nossa abertura aos
outros e a Deus; daqui nasce o
potencial criativo da nossa
inteligéncia em termos de cultura e
beleza; e por fim, daqui se origina a
nossa capacidade técnica. A
tecnologia €, assim, uma marca desta
nossa ulterioridade.

No entanto, o uso das nossas
ferramentas nem sempre esta
orientado exclusivamente para o
bem. Mesmo que o ser humano sinta
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interiormente uma vocacao para
além de si mesmo e para o
conhecimento, vivido como
instrumento de bem ao servigo dos
irmaos, das irmas e da casa comum
(cf. Gaudium et spes, 16), isso nem
sempre acontece. Ao contrario, ndo
poucas vezes, precisamente gracas a
sua liberdade radical, a humanidade
perverteu os fins do seu ser,
transformando-se em inimiga de si
mesma e do planeta [6]. O mesmo
pode acontecer com 0s instrumentos
tecnologicos. Somente se for
garantida a sua vocacao ao servigo
do homem, os instrumentos
tecnoldgicos revelardo nao apenas a
grandeza e a dignidade unica do ser
humano, mas também o mandato
que este recebeu de “cultivar e
guardar” (cfr. Gn 2,15) o planeta e
todos os seus habitantes. Falar de
tecnologia é falar sobre o que
significa ser humano e, portanto,
sobre aquela nossa condicdo unica
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entre liberdade e responsabilidade,
ou seja, é falar de ética.

Na verdade, quando 0s nossos
antepassados afiavam pedras de silex
para fazer facas, usavam-nas tanto
para cortar a pele dos vestuarios
quanto para se matarem uns aos
outros. O mesmo se pode dizer de
outras tecnologias muito mais
avancadas, como a energia
produzida pela fusdo de atomos,
como ocorre no Sol, que certamente
poderia ser utilizada para produzir
energia limpa e renovavel, mas
também para reduzir o nosso planeta
a um monte de cinzas.

A inteligéncia artificial, no entanto, é
um instrumento ainda mais
complexo. Quase diria que se trata de
um instrumento sui generis. Assim,
enquanto o uso de uma ferramenta
simples (como a faca) esta sob o
controlo do ser humano que a utiliza
e 0 seu bom uso depende somente



deste, a inteligéncia artificial, ao
contrario, pode adaptar-se
autonomamente a tarefa que lhe é
atribuida e, se for projetada dessa
forma, fazer escolhas independentes
do ser humano para alcancar o
objetivo estabelecido [7].

Convém sempre recordar que a
maquina pode, sob algumas formas e
com estes novos meios, produzir
escolhas algoritmicas. O que a
maquina faz é uma escolha técnica
entre varias possibilidades e baseia-
se ou em critérios bem definidos ou
em inferéncias estatisticas. Pelo
contrario, o ser humano nao sé
escolhe como, no seu coracao, é
capaz de decidir. A decisdo é um
elemento que poderiamos definir
como o0 mais estratégico de uma
escolha e requer uma avaliacado
pratica. Frequentemente, na dificil
tarefa de governar, somos chamados
a tomar decisdes com consequéncias
para muitas pessoas. A esse respeito,
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a reflexdo humana sempre falou de
sabedoria, a phronesis da filosofia
grega e, pelo menos em parte, a
sabedoria da Sagrada Escritura.
Diante dos prodigios das maquinas,
que parecem saber escolher de
forma independente, devemos ter
bem claro que a decisdo deve ser
sempre deixada ao ser humano,
mesmo sob os tons dramaticos e
urgentes com que, as vezes, se
apresenta na nossa vida.
Condenariamos a humanidade a um
futuro sem esperanca se
retirdssemos as pessoas a capacidade
de decidir sobre si mesmas e sobre as
suas vidas, obrigando-as a depender
das escolhas das maquinas.
Precisamos de garantir e proteger
um espaco de controle significativo
do ser humano sobre o processo de
escolha dos programas de
inteligéncia artificial: esta em jogo a
propria dignidade humana.



Permitam-me insistir precisamente
sobre este tema: num drama como o
dos conflitos armados, é urgente
repensar o desenvolvimento e o uso
de dispositivos como as chamadas
“armas auténomas letais”, a fim de
banir a sua utilizacao, comecando
desde ja pelo compromisso efetivo e
concreto de introduzir um controlo
humano cada vez mais significativo.
Nenhuma maquina, em caso algum,
deveria ter a possibilidade de optar
por tirar a vida a um ser humano.

Acresce que o bom uso, pelo menos
das formas avancadas de inteligéncia
artificial, ndo estara totalmente sob o
controlo nem dos utilizadores nem
dos programadores que, no momento
da concecdo, definiram os seus
objetivos originais. E isso € tanto
mais verdadeiro quanto é altamente
provavel que, num futuro ndo
distante, os programas de
inteligéncia artificial possam
comunicar diretamente entre si para



melhorar o seu desempenho. E se, no
passado, os seres humanos que
moldaram ferramentas simples
viram a sua existéncia moldada por
elas — a faca permitiu-lhes sobreviver
ao frio, mas também desenvolver a
arte da guerra — agora que moldaram
um instrumento complexo, verdo
este ultimo moldar ainda mais a sua
existéncia [8].

O mecanismo bdasico da inteligéncia
artificial

Gostaria agora de me deter
brevemente sobre a complexidade da
inteligéncia artificial. Na sua
esséncia, a inteligéncia artificial é
uma ferramenta projetada para a
resolucdo de um problema e
funciona através de um
encadeamento logico de operacdes
algébricas, realizadas sobre
categorias de dados, que sdo
comparados para descobrir
correlacdes, melhorando o seu valor
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estatistico, gracas a um processo de
autoaprendizagem, baseado na busca
de novos dados e na auto-
modificacdo dos seus procedimentos
de calculo.

A inteligéncia artificial esta assim
projetada para resolver problemas
especificos, mas, para quem a utiliza,
é frequentemente irresistivel a
tentacdo de tirar deducdes gerais,
mesmo antropologicas, a partir das
solugdes especificas que propde.

Um bom exemplo é o uso de
programas projetados para ajudar os
magistrados nas decisdes relativas a
concessdo de prisdo domicilidria a
reclusos que cumprem pena num
estabelecimento prisional. Neste
caso, pede-se a inteligéncia artificial
que preveja a probabilidade de
reincidéncia no crime cometido por
um condenado a partir de categorias
preestabelecidas (tipo de crime,
comportamento na prisdo, avaliacdo



psicologica, etc.), permitindo que a
inteligéncia artificial tenha acesso a
categorias de dados relativos a vida
privada do preso (origem étnica,
nivel de instrucdo, linha de crédito,
etc.). O uso de tal metodologia — que
por vezes corre o risco de delegar de
facto numa maquina a ultima
palavra sobre o destino de uma
pessoa — pode implicitamente trazer
consigo a referéncia aos preconceitos
inerentes as categorias de dados
utilizados pela inteligéncia artificial.

Estar classificado num determinado
grupo étnico ou, mais prosaicamente,
ter cometido anos antes uma
infracdo menor (por exemplo, ndo
ter pago uma multa de
estacionamento) influenciara a
decisdo sobre a concessdo da prisdo
domicilidria. Porém, o ser humano
esta sempre em evolucdo e € capaz
de surpreender com as suas acoes,
algo que uma maquina nao pode ter
em consideracao.



Deve-se ainda observar que
aplicacdes semelhantes a
mencionada sofrerdo uma
aceleracdo pelo facto dos programas
de inteligéncia artificial estarem
cada vez mais dotados com a
capacidade de interagir diretamente
com os seres humanos (chatbots),
mantendo conversas com eles e
estabelecendo relacdes de
proximidade, frequentemente, muito
agradaveis e reconfortantes, uma vez
que esses programas de inteligéncia
artificial serdo projetados para
aprender a responder, de forma
personalizada, as necessidades
fisicas e psicoldgicas dos seres
humanos.

Esquecer que a inteligéncia artificial
ndo é outro ser humano e que nao
pode propor principios gerais, é
muitas vezes um erro grave que
decorre ou da profunda necessidade
de os seres humanos encontrarem
uma forma estavel de companhia ou



dum pressuposto subconsciente, isto
é, do pressuposto de que as
observacodes conseguidas mediante
um mecanismo de calculo sejam
dotadas de qualidades de certeza
indiscutivel e de universalidade
inquestionavel.

No entanto, este pressuposto €
arriscado, como demonstra o exame
dos limites intrinsecos do proprio
calculo. A inteligéncia artificial usa
operacdes algébricas a realizar
segundo uma sequéncia logica (por
exemplo, se o valor de X for superior
ao de Y, multiplica X por Y; caso
contrario, divide X por Y). Este
método de calculo — o chamado
“algoritmo” — ndo tem nem
objetividade nem neutralidade [9].
Sendo baseado na algebra, so pode
examinar realidades formalizadas
em termos numeéricos [10].

Além disso, ndo se deve esquecer que
os algoritmos projetados para


https://www.vatican.va/content/francesco/pt/speeches/2024/june/documents/20240614-g7-intelligenza-artificiale.html#_ftn9
https://www.vatican.va/content/francesco/pt/speeches/2024/june/documents/20240614-g7-intelligenza-artificiale.html#_ftn10

resolver problemas muito complexos
sdo tao sofisticados que é dificil, para
0s proprios programadores,
compreenderem exatamente como
conseguem alcancar os seus
resultados. Esta tendéncia para a
sofisticacdo corre o risco de se
acelerar consideravelmente com a
introducdo de computadores
quanticos que ndo funcionardo de
acordo com circuitos bindrios
(semicondutores ou microchips) mas
segundo as leis, bastante complexas,
da fisica quantica. Por outro lado, a
introducdo continua de microchips,
cada vez mais eficientes, ja se tornou
uma das causas da dominancia do
uso da inteligéncia artificial por
parte das poucas nac¢des que com ela
estdo equipadas.

Sofisticadas ou ndo, a qualidade das
respostas que os programas de
inteligéncia artificial fornecem
depende, em ultima analise, dos



dados que usam e da forma como sado
estruturados.

Por fim, gostaria de assinalar um
ultimo campo, no qual emerge
claramente a complexidade do
mecanismo da chamada inteligéncia
artificial generativa (Generative
Artificial Intelligence). Ninguém
duvida que existem hoje magnificos
instrumentos de acesso ao
conhecimento, permitindo até o self-
learning e o self-tutoring numa
infinidade de areas. Muitos de nos
ficamos impressionados com as
aplicacoOes, facilmente disponiveis
online, para redigir um texto ou
produzir uma imagem sobre
qualquer tema ou assunto.
Particularmente fascinados por esta
perspetiva sdo os estudantes, que as
utilizam de forma desproporcionada
quando precisam de preparar
trabalhos escolares.



No entanto, estes alunos,
frequentemente muito mais
preparados e habituados ao uso da
inteligéncia artificial do que os seus
professores, esquecem que a
chamada inteligéncia artificial
generativa, em sentido estrito, ndo é
propriamente “generativa”. Na
verdade, busca nos big data
informacdes, elaborando-as segundo
o estilo que lhe foi solicitado. Nem
desenvolve conceitos nem analises
novas. Repete as que encontra,
dando-lhes uma forma apelativa. E
quanto mais uma no¢ao ou uma
hipotese se repete, mais a considera
legitima e valida. Em vez de
“generativa”, ela é “reforcadora”, no
sentido de que reorganiza os
conteudos existentes, contribuindo
para consolida-los, muitas vezes sem
verificar se contém erros ou
preconceitos.

Deste modo, ndo so se corre o risco
de legitimar fake news e de reforgar a



vantagem de uma cultura
dominante, mas igualmente de
minar o processo educativo in nuce.
A educacdo, que deveria fornecer aos
estudantes a possibilidade de uma
reflexdo auténtica, corre o risco de se
reduzir a uma repeticdo de nogdes
que, cada vez mais, serdo
consideradas incontestaveis,
simplesmente por causa da sua
continua repeticdo [11].

Colocar novamente a dignidade da
pessoa no centro em vista de uma
proposta ética comum

Uma observacgdo mais geral deve-se
agora acrescentar ao que ja foi dito.
A era de inovacdo tecnologica, que
estamos atravessando, €
acompanhada por uma conjuntura
social particular e sem precedentes:
sobre os grandes temas da vida
social, torna-se cada vez mais dificil
encontrar consensos. Mesmo em
comunidades caracterizadas por
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uma certa continuidade cultural,
surgem frequentemente debates
acesos e confrontos que dificultam a
producdo de reflexdes e solucdes
politicas comuns orientadas para a
procura do que é bom e justo. Além
da complexidade de visdes legitimas
que caracterizam a familia humana,
surge um fator que parece unir essas
diferentes instancias. Regista-se
como que uma perda ou, pelo menos,
um eclipse do sentido do humano e
uma aparente insignificadncia do
conceito de dignidade humana [12].
Parece que se estd a perder o valor e
o significado profundo de uma das
categorias fundamentais do
Ocidente: a categoria de pessoa
humana. E assim, nesta era em que
os programas de inteligéncia
artificial questionam o ser humano e
as suas acoes, € precisamente a
fraqueza do ethos ligado a percecao
do valor e da dignidade da pessoa
humana que corre o risco de ser o
maior vulnus na implementacdo e no
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desenvolvimento destes sistemas.
Efetivamente, ndo devemos esquecer
que nenhuma inovacdo é neutra. A
tecnologia nasce com um proposito e,
com o0 seu impacto na sociedade
humana, representa sempre uma
forma de ordem nas relagdes sociais
e uma disposicdo de poder,
permitindo a uns realizar
determinadas acdes, enquanto a
outros impede de concretizar outras.
Esta dimensdo constitutiva de poder
da tecnologia inclui sempre, de uma
maneira mais ou menos explicita, a
visdo do mundo de quem a criou e
desenvolveu.

O mesmo se aplica aos programas de
inteligéncia artificial. Para que estes
sejam instrumentos de construcao do
bem e de um amanha melhor, devem
estar sempre orientados ao bem de
cada ser humano. Devem ter uma
inspiracdo ética.



Com efeito, a decisdo ética é aquela
que tem em conta ndo apenas os
resultados de uma acao, mas
também os valores em jogo e 0s
deveres que deles derivam. Por isso,
congratulei-me com a assinatura da
Rome Call for AI Ethics [13], na
cidade de Roma em 2020, e com 0 seu
apoio a essa forma de moderacao
ética dos algoritmos e programas de
inteligéncia artificial, que designei de
“algor-ética” [14]. Num contexto
plural e global, em que se
apresentam também sensibilidades
diferentes e hierarquias plurais nas
escalas de valores, poderia parecer
dificil encontrar uma unica
hierarquia de valores. Mas na analise
ética, também podemos recorrer a
outros tipos de instrumentos: se
tivermos dificuldade em definir um
unico conjunto de valores globais,
podemos encontrar alguns principios
comuns com 0s quais enfrentar e
resolver eventuais dilemas ou
conflitos da vida.
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Foi por esta razdo que nasceu a Rome
Call: no termo “algor-ética”
condensam-se uma serie de
principios que se revelam uma
plataforma global e plural capaz de
encontrar o apoio de culturas,
religides, organizacdes
internacionais e grandes empresas,
que sdo protagonistas deste
desenvolvimento.

A politica de que precisamos

Porque € inerente ao seu mecanismo
fundamental, ndo podemos esconder
o risco concreto de que a inteligéncia
artificial limita a visdo do mundo a
realidades expressaveis em numeros
e encerradas em categorias pré-
concebidas, excluindo o contributo
de outras formas de verdade e
impondo modelos antropoldgicos,
socioecondmicos e culturais
uniformes. O paradigma tecnologico
incarnado pela inteligéncia artificial
corre, pois, o risco de dar lugar a um



paradigma muito mais perigoso, que
identifiquei como “paradigma
tecnocratico” [15]. Ndo podemos
permitir que um instrumento tao
poderoso e indispensavel como a
inteligéncia artificial reforce tal
paradigma; pelo contrario, devemos
fazer da inteligéncia artificial
precisamente um baluarte contra a
sua expansao.

E é exatamente aqui que a agao
politica é urgente, como lembra a
Enciclica Fratelli tutti. E certo que
«muitos possuem uma ma nog¢ao da
politica, e ndo se pode ignorar que
frequentemente, por tras deste facto,
estdo os erros, a corrupcao e a
ineficiéncia de alguns politicos. A isto
Vém juntar-se as estratégias que
visam enfraquecé-la, substitui-la pela
economia ou domina-la por alguma
ideologia. E contudo podera o mundo
funcionar sem politica? Podera
encontrar um caminho eficaz para a
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fraternidade universal e a paz social
sem uma boa politica?» [16].

A nossa resposta a estas ultimas
perguntas é: ndo! A politica é
necessaria! Quero repetir nesta
ocasido que «perante tantas formas
de politica mesquinhas e fixadas no
interesse imediato [...], a grandeza
politica mostra-se quando, em
momentos dificeis, se trabalha com
base em grandes principios e
pensando no bem comum a longo
prazo. O poder politico tem muita
dificuldade em assumir este dever
num projeto de nacdoe, mais ainda,
num projeto comum para a
humanidade presente e futura» [17].

Prezadas Senhoras, Ilustres
Senhores!

Esta minha reflexao sobre os efeitos
da inteligéncia artificial no futuro da
humanidade leva-nos assim a
considerar a importancia duma
“politica sd” para olharmos o nosso
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futuro com esperanca e confianca.
Como ja disse noutros lugares, «a
sociedade mundial tem graves
caréncias estruturais que ndo se
resolvem com remendos ou solu¢des
rapidas meramente ocasionais. Ha
coisas que devem ser mudadas com
reajustamentos profundos e
transformacdes importantes. E s0
uma politica sd poderia conduzir o
processo, envolvendo os mais
diversos setores e os conhecimentos
mais variados. Desta forma, uma
economia integrada num projeto
politico, social, cultural e popular
que vise 0 bem comum pode “abrir
caminho a oportunidades diferentes,
que ndo implica frenar a criatividade
humana nem o seu sonho de
progresso, mas orientar esta energia
por novos canais” ( Laudato si’,191)»
[18].

F precisamente este o caso da
inteligéncia artificial. Cabe a todos
nos fazer um bom uso dela, e cabe a


https://www.vatican.va/content/francesco/pt/encyclicals/documents/papa-francesco_20150524_enciclica-laudato-si.html#191
https://www.vatican.va/content/francesco/pt/speeches/2024/june/documents/20240614-g7-intelligenza-artificiale.html#_ftn18

politica criar as condicdes para que
essa boa utilizacdo seja possivel e
frutuosa.

Obrigado.
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