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W swoim oredziu na Swiatowy
Dzien Pokoju 1 stycznia 2024 r.
papiez Franciszek mowi o
sztucznej inteligencji i pokoju.
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Sztuczna inteligencja i pokoj Na
poczatku Nowego Roku, czasu taski,
ktory Pan daje kazdemu z nas,
chcialbym zwrdcic sie do Ludu
Bozego, narodow, glow panstw i
rzadow, przedstawicieli r6znych



religii i spoleczenstwa
obywatelskiego oraz wszystkich
mezczyzn i kobiet naszych czasow,
aby zlozy¢ najlepsze zyczenia
pokoju.

1. Postep nauki i technologii jako
droga do pokoju

Pismo Swiete zaswiadcza, ze Bog dat
ludziom swego Ducha, aby posiadali
»,madros¢, rozum, wiedze i
znajomos¢ wszelkiego

rzemiosta” (Wj 35, 31). Rozum jest
wyrazem godnosci nadanej nam
przez Stworce, ktéry stworzyl nas na
swoj obraz i podobienstwo (por. Rdz
1, 26) i umozliwil nam odpowiadanie
na Jego milos$¢ poprzez wolnos¢ i
poznanie. Nauka i technologia w
szczegollny sposob ukazuja te
fundamentalnie relacyjna
wlasciwosc ludzkiego rozumu: sa one
niezwyklymi wytworami jego
potencjalu tworczego.



W Konstytucji duszpasterskiej
Gaudium et spes, Sobor Watykanski
IT potwierdzit te prawde,
oswiadczajac, ze ,,cztowiek zawsze
staral sie dynamiczniej rozwijac
swoje zycie dzieki wlasnej pracy i
uzdolnieniom duchowym” [1]. Kiedy
ludzie, ,,za pomoca Srodkow
technicznych”, daza do tego, aby
ziemia ,stawala sie mieszkaniem
godnym calej rodziny ludzkiej" [2],
dzialaja zgodnie z planem Boga i
wspolpracuja z Jego wolg, aby
dokonczyc dzielo stworzenia i
szerzy¢ pokdj miedzy narodami.
Takze postep nauki i techniki, o ile
przyczynia sie do lepszego porzadku
spotecznosci ludzkiej, do rozwoju
wolnosci i braterskiej komunii,
prowadzi w ten sposob do
udoskonalenia czlowieka i
przemiany swiata.

Shlusznie cieszymy sie i jesteSmy
wdzieczni za niezwykle zdobycze
nauki i techniki, dzieki ktorym



zazegnano niezliczone bolaczki,
ktore trapity ludzkie zycie i
powodowaly wielkie cierpienia.
Jednoczes$nie postep technologiczno-
naukowy, umozliwiajac
sprawowanie niespotykanej dotad
kontroli nad rzeczywistoscig, oddaje
w ludzkie rece szeroki wachlarz
mozliwosci, z ktorych pewne moga
stanowi¢ zagrozenie dla ludzkiego
przetrwania i niebezpieczenstwo dla
wspolnego domu [3].

Znaczacy postep nowych technologii
informacyjnych, zwlaszcza w sferze
cyfrowej, stwarza zatem fascynujace
szanse 1 powazne zagrozenia, z
ogromnymi konsekwencjami dla
dazenia do sprawiedliwosci i zgody
miedzy ludZzmi. Nalezy zatem zadac
kilka pilnych pytan. Jakie beda
Srednio- i dlugoterminowe
konsekwencje nowych technologii
cyfrowych? I jaki wplyw beda one
mialy na zycie jednostek i



spoleczenstwa, na miedzynarodowa
stabilnos¢ i pokoj?

2. Przyszios¢ sztucznej inteligencji
miedzy obietnicami a zagrozeniami

Postep w informatyce 1 rozwaj
technologii cyfrowych, w minionych
dekadach, juz zaczely powodowac
glebokie przemiany w globalnym
spoleczenstwie i jego dynamice.
Nowe narzedzia cyfrowe zmieniajg
oblicze komunikacji, administracji
publicznej, edukacji, konsumpcji,
interakcji osobistych i niezliczonych
innych aspektow codziennego zycia.

Ponadto, technologie wykorzystujace
roznorodne algorytmy moga
wydobywac z cyfrowych sladow
pozostawionych w Internecie dane,
ktore pozwalajg kontrolowac nawyki
mentalne i relacyjne ludzi w celach
komercyjnych lub politycznych,
czesto bez ich wiedzy, ograniczajac
ich swiadome korzystanie z wolnosci
wyboru. Rzeczywiscie, w przestrzeni



takiej jak sie¢, charakteryzujacej sie
nadmiarem informacji, moga one
ksztaltowac przeptyw danych
zgodnie z kryteriami wyboru, ktore
nie zawsze sg zauwazane przez
uzytkownika.

REKLAMA

Musimy pamietaé, ze badania
naukowe i innowacje technologiczne
nie sa oderwane od rzeczywistosci i
s,heutralne” [4], lecz podlegaja
wplywom kulturowym. Jako ze, sg
one w peini dzialaniami ludzkimi, to
obierane przez nie kierunki
odzwierciedlaja wybory
uwarunkowane wartosciami
osobistymi, spotecznymi i
kulturowymi kazdej epoki. Odnosi
sie to takze do osigganych przez nie
rezultatow: wlasnie dlatego, Ze sa
one wynikiem specyficznie ludzkiego
podejscia do otaczajacego Swiata,
zawsze maja wymiar etyczny, Scisle
zwiagzany z decyzjami tych, ktorzy



projektuja eksperymenty i
ukierunkowuja produkcje ku
okreslonym celom.

Dotyczy to rowniez form sztucznej
inteligencji. Jak dotad, w Swiecie
nauki i technologii nie ma
jednoznacznej jej definicji. Sam
termin, ktory wszed! juz do jezyka
potocznego, obejmuje roznorodnos¢
nauk, teorii i technik majacych na
celu sprawienie, by maszyny
odtwarzaly lub nasladowaly w
swoim dzialaniu zdolnosci
poznawcze istot ludzkich. Mowienie
w liczbie mnogiej o ,formach
inteligencji” moze pomoc podkreslic
nade wszystko niemozliwg do
pokonania rozbieznosc¢ istniejaca
miedzy tymi systemami, niezaleznie
od tego, jak niesamowite i potezne
moga one byc, a osoba ludzka: sa one
w ostatecznym rachunku
»fragmentaryczne” w tym sensie, ze
moga nasladowac lub odtwarzac
tylko niektore funkcje ludzkiej



inteligencji. Uzycie liczby mnogiej
podkresla rowniez, ze te urzadzenia,
bardzo rézniace sie miedzy soba,
powinny by¢ zawsze traktowane jako
»,Systemy socjotechniczne”. Istotnie,
ich wplyw, niezaleznie od technologii
podstawowej, zalezy nie tylko od ich
zaprojektowania, lecz takze od celow
1 interesow tych, ktorzy je posiadajg,
i tych, ktorzy je rozwijajg, a takze od
sytuacji, w jakich sg uzywane.

Sztuczna inteligencja musi by¢ zatem
rozumiana jako plejada roznych
rzeczywistosci i nie mozemy
zakladac a priori, ze jej rozwoj
wniesie dobroczynny wkiad dla
przysztosci ludzkosci i dla pokoju
miedzy narodami. Taki pozytywny
skutek bedzie mozliwy tylko wtedy,
gdy okazemy sie zdolni do
odpowiedzialnego dzialania i
poszanowania podstawowych
wartosci ludzkich, takich jak
»inkluzywnos$¢, transparencja,



bezpieczenstwo, bezstronnosc,
poufnosc i rzetelnosc” [5].

Nie wystarczy rowniez zakladac, ze
osoby projektujace algorytmy i
technologie cyfrowe beda dziala¢ w
Sposob etyczny i odpowiedzialny.
Konieczne jest wzmocnienie lub, w
razie potrzeby, utworzenie organow,
powolanych do badania
pojawiajacych sie kwestii etycznych i
ochrony praw osob korzystajacych z
form sztucznej inteligencji lub
znajdujacych sie pod ich wplywem
[6].

Ogromnej ekspansji technologii musi
zatem towarzyszyc¢ stosowna
formacja w zakresie
odpowiedzialnosci za jej rozwaj.
Wolnos¢ i pokojowe wspolistnienie
sg zagrozone wowczas, gdy ludzie
ulegaja pokusie egoizmu, korzysci
osobistej, zadzy zysku i pragnienia
wladzy. Mamy zatem obowigzek
poszerzy¢ nasze spojrzenie i



ukierunkowac badania techniczno-
naukowe na dazenie do pokoju i
dobra wspdlnego, w stuzbie
integralnego rozwoju cztowieka i
wspalnoty [7].

Przyrodzona godnos¢ kazdej osoby i
braterstwo, ktore taczy nas jako
cztonkow jednej rodziny ludzkiej,
musz3 leze¢ u podstaw rozwoju
nowych technologii i stuzy¢ jako
bezdyskusyjne kryteria ich oceny
przed ich wykorzystaniem, tak aby
postep cyfrowy mogt odbywac sie z
poszanowaniem sprawiedliwosci i
przyczyniac sie do sprawy pokoju.
Rozwj technologiczny, ktory nie
prowadzi do poprawy jakosci zycia
calej ludzkosci, a wrecz przeciwnie,
poglebia nieréwnosci i konflikty,
nigdy nie moze by¢ uznany za
prawdziwy postep [8].

Sztuczna inteligencja bedzie
zyskiwac na znaczeniu. Wyzwania
jakie stawia maja charakter



techniczny, ale takze
antropologiczny, edukacyjny,
spoleczny i polityczny. Obiecuje ona
na przyklad oszczednos¢ nakladow
pracy, bardziej wydajnag produkcje,
sprawniejszy transport i bardziej
dynamiczne rynki, a takze rewolucje
w gromadzeniu, organizacji i
procesach weryfikacji danych.
Musimy by¢ swiadomi zachodzacych
gwaltownych przemian i zarzadzac
nimi w sposob, ktory chroni
podstawowe prawa cztowieka, z
poszanowaniem instytucji i
przepisow, ktore promujq jego
integralny rozwdj. Sztuczna
inteligencja powinna stuzyc¢
najlepszemu ludzkiemu potencjalowi
i naszym najbardziej wzniostym
aspiracjom, a nie z nimi konkurowac.

3. Technologia przysztosci: maszyny,
ktore same sie ucza

W swoich réznorodnych formach
sztuczna inteligencja, oparta na



technikach uczenia automatycznego
(machine learning), cho¢ wciaz
znajduje sie na etapie pionierskim,
juz wprowadza znaczgce zmiany w
tkance spoteczenstw, wywierajac
gleboki wplyw na kultury,
zachowania spoteczne i budowanie
pokoju.

Rozwj, taki jak machine learning
lub glebokie uczenie (deep learning),
rodzi pytania, ktore wykraczajg poza
sfere technologii i inzynierii, i maja
zwigzek ze zrozumieniem, $cisle
potaczonym z sensem ludzkiego
zycia, podstawowymi procesami
poznawczymi i zdolnoscig umystu do
dotarcia do prawdy.

Na przyklad, zdolnosc¢ niektérych
urzadzen do tworzenia spojnych
skladniowo i semantycznie tekstow
nie jest gwarancja rzetelnosci. Mowi
sie, Ze sq one w stanie ,,0szalamiac”,
to znaczy generowac stwierdzenia,
ktore na pierwszy rzut oka wydaja



sie wiarygodne, ale w rzeczywistosci
sa bezpodstawne lub zdradzaja
uprzedzenia. Stanowi to powazny
problem, gdy sztuczna inteligencja
jest wykorzystywana w kampaniach
dezinformacyjnych, ktore
rozpowszechniajg falszywe
wiadomosci i prowadza do rosnacej
nieufnosci wobec Srodkow przekazu.
Poufnosc¢, posiadanie danych i
wilasnos$c intelektualna to inne
obszary, w ktorych omawiane
technologie stwarzajg powazne
zagrozenia, do ktorych dochodza
dalsze negatywne konsekwencje ich
niewlasciwego wykorzystania, takie
jak: dyskryminacja, ingerencja w
procesy wyborcze, szerzenie sie
modelu spoleczenstwa, ktore
monitoruje i kontroluje ludzi,
wykluczenie cyfrowe, i poglebianie
sie indywidualizmu coraz bardziej
oderwanego od zbiorowosci.
Wszystkie te czynniki moga podsycac
konflikty i utrudnia¢ poko;j.



4. Znaczenie ograniczen w
paradygmacie technokratycznym

Nasz swiat jest zbyt rozlegly,
roznorodny i ztozony, by mozna go
bylo w peini poznac i sklasyfikowac.
Ludzki umyst nigdy nie bedzie w
stanie wyczerpac jego bogactwa,
nawet z pomocg najbardziej
zaawansowanych algorytmow. Nie
oferuja one bowiem
gwarantowanych prognoz
przysztosci, a jedynie statystyczne
przyblizenia. Nie wszystko mozna
przewidziec, nie wszystko mozna
obliczy¢; w koncu ,rzeczywistos¢
przewyzsza idee” [9] 1 bez wzgledu
na to, jak wspaniale moga byc¢ nasze
zdolnosci obliczeniowe, zawsze
pozostanie niedostepna reszta, ktora
wymyka sie wszelkim probom
kwantyfikacji.

Ponadto duza ilo$¢ danych
analizowanych przez sztuczne
inteligencje nie jest sama w sobie



gwarancja bezstronnosci. Kiedy
algorytmy ekstrapoluja informacje,
zawsze istnieje ryzyko, ze je
wypaczga, powielajac
niesprawiedliwos$ci i uprzedzenia
srodowisk, z ktérych pochodza. Im
bardziej staja sie szybsze i zlozone,
tym trudniej zrozumiec, dlaczego
wyprodukowaly okreslony rezultat.

Maszyny inteligentne moga
wykonywac przypisane im zadania z
coraz wieksza wydajnoscia, ale cel i
znaczenie ich dzialan beda nadal
okreslane lub umozliwiane przez
ludzi posiadajacych wlasny swiat
wartosci. Istnieje ryzyko, ze kryteria
stojace za niektorymi wyborami
stana sie mniej jasne, ze
odpowiedzialno$c za podejmowanie
decyzji zostanie ukryta, a producenci
moga uchylac sie od obowigzku
dzialania dla dobra wspolnoty. W
pewnym sensie sprzyja temu system
technokratyczny, ktory sprzymierza
ekonomie z technologia i nadaje



przywilej dla kryterium wydajnosci,
ignorujac wszystko, co nie jest
zwigzane z jego doraznymi
korzysciami [10].

Powinno to nas skionic do refleksji
nad aspektem, ktory jest bardzo
czesto pomijany w dzisiejszej
mentalnosci technokratycznej i
wydajnosciowej, jako decydujacy dla
rozwoju osobistego i spotecznego:
,poczucie ograniczen”. Istocie
ludzkiej, z definicji Smiertelnej, gdy
mysli o przekroczeniu, dzieki
technologii, wszelkich ograniczen,
grozi, iz bedac ogarnieta obsesja
kontrolowania wszystkiego, utraci
kontrole nad sobg; w poszukiwaniu
absolutnej wolnosci, wpadnie w
spirale dyktatury technologiczne;.
Rozpoznanie i zaakceptowanie
wlasnej ograniczonosci jako
stworzenia, jest dla czlowieka
niezbednym warunkiem osiggniecia
pelni, a raczej przyjecia jej w darze.
Natomiast w ideologicznym



kontekscie paradygmatu
technokratycznego, ozywionego
prometejskim zalozeniem
samowystarczalnosci, nieréwnosci
moga rosnac nieproporcjonalnie, a
wiedza i bogactwo gromadzic sie w
rekach nielicznych, z powaznym
zagrozeniem dla spoleczenstw
demokratycznych i pokojowego
wspolistnienia [11].

5. Gorgce tematy dla etyki

W przyszlosci, wiarygodnos¢ osoby
ubiegajacej sie o kredyt, przydatnos¢
danej osoby do pracy,
prawdopodobienstwo recydywy
osoby skazanej, lub prawo do
otrzymania azylu politycznego, lub
pomocy spotecznej, moga by¢
determinowane przez systemy
sztucznej inteligencji. Brak
zroznicowanych pozioméw mediacji,
ktore wprowadzaja te systemy, jest
szczegoOlnie narazony na formy
uprzedzen i dyskryminacji: bledy



systemowe moga sie latwo mnozy¢,
powodujac nie tylko
niesprawiedliwo$¢ w
indywidualnych przypadkach, ale
takze, poprzez efekt domina,
rzeczywiste formy nieréwnosci
spoteczne;j.

Co wiecej, czasami formy sztucznej
inteligencji wydaja sie zdolne do
wplywania na decyzje jednostek,
poprzez z gory okreslone opcje
zwigzane z bodzcami i Srodkami
odstraszajacymi lub poprzez systemy
regulujgce osobiste wybory w
oparciu o organizacje informacji. Te
formy manipulacji lub kontroli
spolecznej wymagajg uwagi i
starannego nadzoru, oraz pociagaja
za soba wyrazna odpowiedzialnosc¢
prawna ze strony producentow, tych,
ktorzy je stosujg, oraz wiadz
rzadowych.

Poleganie na procesach
automatycznych, ktére kategoryzuja



jednostki, na przyklad poprzez
wszechobecne wykorzystanie
nadzoru lub przyjecie systemow
kredytu spotecznego, moze miec
rowniez glebokie reperkusje dla
tkanki obywatelskiej, ustanawiajac
niewlasciwe klasyfikacje wsrad
obywateli. Te sztuczne procesy
klasyfikacji moga rowniez prowadzic
do konfliktow wiladzy, poniewaz
dotycza nie tylko odbiorcow
wirtualnych, ale takze osob z krwi i
kos$ci. Fundamentalny szacunek dla
godnosci ludzkiej postuluje
odrzucenie tego, aby utozsamiano
wyjatkowosc¢ osoby ze zbiorem
danych. Nie mozna pozwolic
algorytmom: okreslac¢ sposobu, w
jaki rozumiemy prawa cztowieka,
odkladac na bok podstawowych
wartosci wspolczucia, mitosierdzia i
przebaczenia lub eliminowac
mozliwos¢, aby jednostka sie
zmienila i pozostawila przesztosc za
soba.



W tym kontekscie nie mozemy nie
rozwazy¢ wpltywu nowych
technologii w sferze zatrudnienia:
prace, ktore kiedys$ byly wylaczna
domenga sity roboczej, sa szybko
wchlaniane przez przemystowe
zastosowania sztucznej inteligencji.
Rowniez w tym przypadku istnieje
znaczne ryzyko nieproporcjonalnej
przewagi nielicznych, kosztem
zubozenia wielu. Poszanowanie
godnosci pracownikow i znaczenie
zatrudnienia dla dobrobytu
ekonomicznego 0sob, rodzin i
spoleczenstw, bezpieczenstwo pracy i
sprawiedliwe place, powinny by¢
wysokim priorytetem dla wspolnoty
miedzynarodowej, poniewaz te
formy technologii przenikajg coraz
glebiej do miejsc pracy.

6. Czy przekujemy miecze na
lemiesze?

W dzisiejszych czasach, patrzac na
otaczajacy nas Swiat, nie sposob



uciec od powaznych kwestii
etycznych zwigzanych z przemystem
zbrojeniowym. Mozliwos¢
prowadzenia operacji wojskowych za
pomoca systemow zdalnie
sterowanych doprowadzila do
zmniejszenia percepcji zniszczen,
jakie one powoduja i
odpowiedzialnosci za ich uzycie,
przyczyniajac sie do jeszcze
zimniejszego i bardziej oderwanego
podejscia do ogromnej tragedii
wojny. Badania nad nowymi
technologiami w dziedzinie tak
zwanych ,$Smierciono$nych
autonomicznych systemow
uzbrojenia”, w tym nad
wykorzystaniem wojennym
sztucznej inteligencji, stanowig
powazny problem etyczny.
Autonomiczne systemy uzbrojenia
nigdy nie moga by¢ podmiotami
odpowiedzialnymi moralnie:
unikalna ludzka zdolnos¢ do
moralnej oceny i etycznego
podejmowania decyzji jest czym$



wiecej niz zlozonym zestawem
algorytmow, a zdolnosci tej nie
mozna sprowadzac do
programowania maszyny, ktora, cho¢
sinteligentna”, nadal jest maszyna. Z
tego powodu konieczne jest
zapewnienie odpowiedniego,
znaczacego 1 spojnego ludzkiego
nadzoru nad systemami uzbrojenia.

Nie mozemy rowniez lekcewazyc
potencjalnego ryzyka, ze
wyrafinowana bron wpadnie w
niepowolane rece, utatwiajac na
przykiad ataki terrorystyczne lub
ingerencje majace na celu
destabilizacje prawowitych instytucji
rzagdowych. Krotko mowigc, Swiat
naprawde nie potrzebuje nowych
technologii przyczyniajacych sie do
nieuczciwego rozwoju rynku i
handlu bronig, promujacych
szalenstwo wojny. Czynigc w ten
Sposob, nie tylko inteligencja, ale
samo serce czlowieka bedzie
narazone na ryzyko, ze stanie sie



coraz bardziej ,sztuczne”.
Najbardziej zaawansowane aplikacje
techniczne nie powinny by¢
wykorzystywane do ulatwiania
brutalnego rozwigzywania
konfliktow, lecz do przygotowywania
drogi do pokoju.

Z bardziej pozytywnej perspektywy,
gdyby sztuczna inteligencja zostata
wykorzystana do promowania
integralnego rozwoju cztowieka,
moglaby wprowadzi¢ znaczace
innowacje w rolnictwie, edukacji i
kulturze, poprawic standardy zycia
catych narodow i ludow oraz
przyczynic sie do wzrostu ludzkiego
braterstwa i przyjazni spoteczne;.
Ostatecznie, to, w jaki sposob
wykorzystamy ja do wlaczenia
najmniejszych, czyli naszych
najstabszych i najbardziej
potrzebujacych braci i siostr, jest
miara ukazujacg nasze
czlowieczenstwo.



Ludzkie spojrzenie i pragnienie
lepszej przysziosci dla naszego
Swiata prowadzg do potrzeby
interdyscyplinarnego dialogu,
majacego na celu etyczny rozwaj
algorytmow — algor-etyke —w
ktorym wartosci kierowatyby
drogami nowych technologii [12].
Kwestie etyczne powinny byc¢ brane
pod uwage od samego poczatku
badan, a takze na etapie testowania,
projektowania, produkcji,
dystrybucji i wprowadzenia na
rynek. Jest to podejscie etyki
projektowania, w ktorym instytucje
edukacyjne i decydenci maja do
odegrania istotng role.

7. Wyzwania dla edukacji

Rozwoj technologii, ktora szanuje i
stuzy ludzkiej godnosci, ma wyrazne
implikacje dla instytucji
edukacyjnych i $wiata kultury.
Zwielokrotniajac mozliwosci
komunikacji, technologie cyfrowe



umozliwily spotkania na nowe
sposoby. Istnieje jednak potrzeba
stalej refleksji nad rodzajem relacji,
do ktorych nas kieruja. Mlodzi
dorastaja w srodowiskach
kulturowych przeniknietych
technologig, co nie moze nie budzic¢
watpliwosci w zakresie metod
nauczania i formacji.

Edukacja w zakresie korzystania z
form sztucznej inteligencji powinna
miec na celu przede wszystkim
promowanie krytycznego myslenia.
Konieczne jest, aby uzytkownicy w
kazdym wieku, a zwlaszcza ludzie
miodzi, rozwijali umiejetnos¢
Swiadomego i wnikliwego
korzystania z danych i tresci
gromadzonych w sieci lub
tworzonych przez systemy sztucznej
inteligencji. Szkoly, uniwersytety i
towarzystwa naukowe sg wezwane
do pomocy studentom i
profesjonalistom w uwzglednieniu



spotecznych i etycznych aspektow
rozwoju i wykorzystania technologii.

Formacja, w zakresie korzystania z
nowych narzedzi komunikacji,
powinna uwzgledniac nie tylko
dezinformacje, falszywe wiadomosci
(tzw. fake news), ale takze
niepokojace odradzanie sie
»~dawnych obaw, ktore [...] potrafily
sie ukryc i umocnic¢ swoja pozycje za
nowymi technologiami” [13].
Niestety, po raz kolejny musimy
walczyc z ,,pokusa tworzenia kultury
murow, wznoszenia murow [...], aby
uniemozliwic [...] spotkanie z innymi
kulturami, z innymi

ludzmi” [14],0oraz rozwoj pokojowego
i braterskiego wspotistnienia.

8. Wyzwania dla rozwoju prawa
miedzynarodowego

Globalny zasieg sztucznej inteligencji
jasno pokazuje, zZe oprocz
odpowiedzialno$ci suwerennych
panstw za regulowanie jej



wykorzystania we wlasnym kraju,
decydujaca role w zawieraniu
porozumien wielostronnych oraz
koordynowaniu ich stosowania i
wdrazania moga odegrac organizacje
miedzynarodowe [15]. W zwigzku z
tym, zachecam Wspdlnote Narodow,
aby — zjednoczona — pracowala w
celu przyjecia wigzacego traktatu
miedzynarodowego, regulujacego
rozwoj i wykorzystanie sztucznej
inteligencji w jej roznorodnych
formach. Celem regulacji powinno
by¢, oczywiscie, nie tylko
zapobieganie ztym praktykom, ale
takze zachecanie do dobrych
praktyk, stymulowanie nowych i
kreatywnych koncepcji oraz
ulatwianie inicjatyw osobistych i
zbiorowych [16].

W ostatecznym rachunku, w
poszukiwaniu modeli regulacyjnych,
ktore moglyby zapewnic¢ twércom
technologii cyfrowych pewien
przewodnik etyczny, konieczne jest



wskazanie ludzkich wartosci, ktore
powinny leze¢ u podstaw wysitkow
spoleczenstw na rzecz
sformulowania, przyjecia i
zastosowania niezbednych ram
prawnych. Prace redakcyjne nad
wytycznymi w zakresie etyki,
dotyczacymi produkcji form
sztucznej inteligencji, nie moga
pomijac gltebszych kwestii
odnoszacych sie do sensu ludzkiego
istnienia, ochrony podstawowych
praw czlowieka oraz dgzenia do
sprawiedliwosci i pokoju. Ten proces
etycznego i prawnego rozeznania
moze okazac sie cenng okazja do
wspolnej refleksji nad rola, jaka
technologia powinna odgrywac¢ w
naszym zyciu indywidualnym i
wspolnotowym, oraz w jaki sposéb
jej wykorzystanie moze przyczynic
sie do stworzenia bardziej
sprawiedliwego i humanitarnego
Swiata. Z tego powodu, w debatach
na temat regulacji sztucznej
inteligencji powinny by¢ brane pod



uwage glosy wszystkich
zainteresowanych stron, w tym
ubogich, wykluczonych i innych,
ktorzy czesto pozostajg nieustyszani
w globalnych procesach decyzyjnych.

*** Mam nadzieje, ze ta refleksja
zacheci, do uczynienia wszystkiego,
aby postepy w rozwoju form
sztucznej inteligencji w ostatecznosci
stuzyly sprawie ludzkiego braterstwa
i pokoju. Nie jest to
odpowiedzialnosc¢ nielicznych, lecz
calej rodziny ludzkiej. Pokgj jest
bowiem owocem relacji, ktére uznaja
i akceptuja drugiego czlowieka w
jego niezbywalnej godnosci, a takze
owocem wspolpracy i
zaangazowania w dazeniu do
integralnego rozwoju wszystkich
0s0b 1 wszystkich narodow.

Na poczatku Nowego Roku modle sie,
aby szybki rozw0j form sztucznej

inteligencji nie powiekszyl zbyt wielu
nieréwnosci i niesprawiedliwosci juz



obecnych na Swiecie, ale przyczynit
sie do zakonczenia wojen i
konfliktow oraz zlagodzenia wielu
form cierpienia, ktore dotykaja
rodzine ludzka. Oby chrzeS$cijanie,
wyznawcy réznych religii, oraz
mezczyzni i kobiety dobrej woli,
zgodnie wspotpracowali, zeby
wykorzystac szanse i sprostac
wyzwaniom stawianym przez
rewolucje cyfrowa, oraz przekazac
przyszitym pokoleniom bardziej
solidarny, sprawiedliwy i pokojowy
Swiat.

Watykan, 8 grudnia 2023 r.
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