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Paolo Benanti:
~Problémem Al je
slozitost“

Umeéld inteligence méni zptisob,
jakym komunikujeme,
informujeme se a pracujeme.
Teolog a odbornik na etiku
umelé inteligence Paolo Benanti
varuje pred jejimi riziky v dobé
polarizace a moci algoritm.
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Digitalni technologie prispivaji k
polarizaci. Algoritmus posiluje
vlastni nazory a odmita nazory cizi,



¢imZ omezuje dialog a tim se také
ochuzujeme o nazory druhych. To je
jedna z tezi, kterou zastava
frantiSkan Paolo Benanti ve své
nejnoveéjsi knize ,El colapso de

Babel (Pad Babylonu) vydané
nakladatelstvim Encuentro.
Polarizace vSak zdaleka neni jedinym
rizikem.

Na zacatku ledna doSlo k polemice,
ktera vznikla poté, co Grok, model
umeélé inteligence Elona Muska,
umoznil vytvareni obrazkl sexudlni
povahy na zdkladé obrazk, které
nékteré zeny nahraly na socialni sit
» X

Fra Paolo Benanti (Rim, 1973),
moralni teolog, je jednim z prednich
svétovych odbornikl na etiku umélé
inteligence (AI). Pfedseda pracovni
skupiné Al italské vlady a komisi
odbornik OSN pro tuto
problematiku. Jeho nazor je zvlasté
autoritativni, pokud jde o aktudlni



téma, které znepokojuje vlady i
spolec¢nost.

Naposledy vystoupil ve Spanélsku
pred dvéma meésici v nadaci
Fundacioén Telefénica a na setkani
Encuentro Madrid, coz je kaZdoroc¢ni
akce poradana hnutim Comunion y
Liberacion ve ¢tvrti Cuatro Vientos
(Madrid). V letoSnim ro¢niku hovoril
Benanti pravé o ,,Umélé inteligenci a
vytvareni vécného*.

Kdo dohlizi na AI?

KdyZ mluvime o umeélé inteligenci,
nemluvime o jedné technologii, ale o
celé radé algoritm, které se od sebe
velmi liSi. Nékteré jsou velmi
srozumitelné. Trochu to pripomina
prvni GPS. Kolikrat vdm GPS rekne,
abyste odbocili doprava a hned nato
zase doleva? Bylo to chytré, ale
chapali jsme, Ze je to chytré, protoze
to byla krat$i cesta. Tato umeéla
inteligence déla praci, kterou by
udélala i prirozenad inteligence.



Ale jsou to Cerné skrinky. Nékteré z
téchto algoritm® mohou mit
mnohem inteligentnéjsi vysledky, ale
jsou to Cerné skrinky.

Otazka zni: MliZeme pouZit vSechny
typy algoritmi pro vSechny typy
funkci?

To je jeden z etickych problému
umeélé inteligence. Predstavte si, Ze
chcete pouZzit umeélou inteligenci k
tridéni kavovych zrn v tovarné na
vyrobu kavy. Drive se to délalo
rucné, zrno po zrnu, protoze pokud
je jen jedno zrno plesnivé, zkazi chut
vSech ostatnich.

Tento proces se provadi pomoci
algoritmu zvaného Deep Learning
(Hluboké uceni). Nelze jej vSak
vysvétlit.

Nejhorsi, co se mizZe stat, je, Ze
vyhodime hodnotna kavova zrna. Ale
mozna to bude levnéjsi nez najmout



Clovéka, ktery bude vybirat zrno po
Zrnu.

Stejny algoritmus vsak 1ze pouZit na
pohotovosti v nemocnici k vybéru
pacienta, ktery bude oSetren jako
prvni.

Je zfejmé, Ze problém neni v
algoritmu, ale v tom, kde jej v ramci
socialni struktury pouzijeme.

Problém umélé inteligence dnes jiz
neni technickou otazkou, ale otazkou
socialni spravedlnosti, kterd nam
rika, jakou funkci ma plnit clovék a
jakou algoritmus. To vyZaduje
viceoborovy pristup.

Zajimavé na tom je, Ze se jedna o
zaklad socialni nauky cirkve. A to je
dvod, proc¢ papeZ Lev XIV. ve svém
prvnim vefrejném projevu prohlasil,
Ze my katolici jako takovi miZeme
nabidnout pouze socidlni nauku
cirkve, ktera neposkytuje odpovédi,
ale klade otazky. Otazky, které se



snazi chranit dlstojnost clovéka a
jeho prace.

Nebojime se zmén, ale chceme se
postavit na stranu ¢lovéka. Druhym
prvkem je, Ze papez FrantiSek, kdyz
psal radky o katolické formaci,
zejména pro budouci knéze, hovori o
spolupraci mezioborové a o
spolupraci obory presahujici. Opét je
to tedy vyzva spiSe kulturni nez
technicka. To je hranice, na které se
dnes odehravaji debaty.

Ale kdo stoji za touto technologii?

Nejprve je tfeba porozumét tomu, Ze
tato technologie méni zptsob, jakym
k problému pristupujeme. Celé 19.
stoleti bylo ve znameni zlomu ve
védecké racionalité. Drive jsme byli
presvédceni o deterministickém
modelu.

Ale kdyZ se zamyslime nad tim, co se
stalo v subatomdarni (mensi nez
atom) fyzice, kde diky Heisenbergové



principu neurcitosti nevime, kde se
elektron nachazi, ani jakou rychlosti
se pohybuje, museli jsme prejit k
pravdépodobnostnimu modelu.
Totéz plati pro astrofyziku, kde
Einstein hovori o relativité. Od
modelu jistoty jsme presli k modelu
pravdépodobnosti.

Jedna-li se o model statisticky, kroky
neurcuje lidska mysl, ale stroj, ktery
z danych dat extrahuje modely.

Tento model velmi ztéZuje odpoved
na otazku, zda za tim nékdo stoji, ¢i
nikoli. Casto se hovoii o
»predpojatosti“, coz se v anglic¢tiné
vyjadruje slovem ,bias“. Slovo bias
vSak lze také prelozit jako
»Systematickd (soustavna/
promyslend) preference®.

Predpokladejme, Ze chci vytvorit
autonomni automobil. Shromazdim
vSechna data o tom, jak se jezdi v
Madridu. A stroj zjisti, Ze existuje
soustavna preference zastavovat na



cervenou (mluvim o Madridu, ne o
Rimé...). Chci, aby takovato
preference existovala.

Ale stroj by napriklad mohl vidét, Ze
auto nezastavi stejnym zplsobem,
kdyz prechdazi dité nebo dospély. A
mohl by se rozhodnout nezastavit,
kdyZ jsou na silnici déti. Proc?
Protoze dité je méneé viditelné a ridic
ho vidi pozdéji. V tomto pripadé je
tedy stroj vici détem zaujaty. Totéz
by se mohlo stat v noci napriklad u
lidi s tmavou pleti. Byl by nékdo zly,
kdyby uplatrioval tento ,predsudek®?

Je tu tolik dat, Ze Zadny lidsky mozek
neni schopen je vSechny zpracovat. V
Cem je problém? Silicon Valley nam
rikda, Ze ménime svét. Ale nevime,
nikdo do hloubky nevi, jaké koncepty
stroj (pocitac) naSel.

Je to problém epistemologicky
(tykajici se védeckého poznani). A
eticky. A pravni. Kdo je zodpovédny,
pokud auto srazi dité? Majitel? Ten



neridi. Vyrobce? Softwarovy
inZenyr? Je to velmi sloZité.

Skute¢nym problémem umélé
inteligence je jeji slozitost.

Na druhou stranu ndm to muze
uSetrit spoustu penéz. Vznika tak
napéti, které musime néjakym
zplsobem regulovat, aby se
zabranilo tomu, Ze ti, kdo rozhoduji,
tak ¢ini pouze z ekonomickych
divodl nebo ze strachu.

Uméla inteligence a prace

MiiZe uméla inteligence nakonec
nahradit lidskou praci?

Uméla inteligence neni schopna
vykonavat vSechny ukoly stejnym
zplsobem. Existuje paradox, ktery
vytvoril informatik jménem
Moravec, ktery rika, Ze pro stroj je
mnohem snazsi vykonavat
intelektualné narocné ukoly nez ty
méné narocné. Tj. napriklad solarni



kalkulacku, ktera umi vypocitat
druhou odmocninu, si miZete koupit
na internetu za jedno euro. Ale
roboticka ruka, ktera vezme 1Zicku a
zamicha kavu, stoji 150 000 az 200
000 eur. Vztahnéte to na praci.

Bankér pracuje s mnoha Cisly.
Manudlni pracovnik v kovopramyslu
pracuje hodné s kladivem. To
znamena, Ze prvni pracovni mista,
ktera zmizi, budou ta nejlépe
placena. To by mohlo vyvolat socialni
napéti, které by, pokud nebude
politicky zvladnuto, mohlo poskodit
demokraticky systém.

A konkrétné napriklad v oblasti
zurnalistiky? Je novinar prosté jen
nékdo, kdo néco prevadi do textové
podoby? MlZeme ho nahradit
psacim strojem. Nebo je to
spoleCenska funkce, ktera zarucuje
demokraticky prostor?

Jsem predsedou italské vladni komise
pro studium dopadu umélé



inteligence na Zurnalistiku a
vydavatelstvi. Dosli jsme k zavéru, Ze
novinari maji zdsadni vyznam pro
demokracii. Ale novinari mohou
existovat jen diky vydavatelskému
prumyslu, ktery je mliZe platit.

Musime si ale priznat problém, ktery
nesouvisi s umélou inteligenci, ale se
socidlnimi sitémi. Proc, kdyz vy
novinari néco napiSete, mZete byt
postaveni pred soudce, ale kdy?Z je to
socidlni sit, nikdo ji nic nerekne?

Pro¢ muliZe byt reditel postaven pired
soud? A algoritmus socidlni sité,
ktery déla vybér toho, co ja Ctu, je
zproStén ode vSeho. Dnes k tomu
pribyva schopnost pocitace psat. Ale
zde opét nejsou problémem
schopnosti stroje. Je to ekonomicka
vyhodnost.

V povaze tohoto povolani je, Ze je
nezbytné pro preziti demokratického
prostoru.



V loniském roce se v této oblasti
hodné zménilo. Drive jsme mluvili o
vedeé a technologii, o ¢innostech, ve
kterych, kdyz udélam néjaky objev
(mam na mysli napriklad Nobelovu
cenu), znamena to objev pro vSechny
lidi. VSichni z toho maji prospéch.

Dnes se ale mluvi o kariére. Pokud ja
vyhraji, vy prohrajete. To Cini tento
pristup nemoznym.

Www.omnesmag.com/recursos/
paolo-benanti-problema-ia-
complejidad/
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